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Abstract 

The paper deals with the adaptive routing problem in virtual circuit communication networks. A newly arriving call at a 

source node is routed along the minimum length path to its destination node. All packets belonging to this call follow the 

same path through the network. 

The superiority of a quadratic state-dependent routing algorithm to the shortest-queue routing algorithm is shown via 

simulation. The sooner the network state information becomes available to the router and the more often that this information 
is updated, the smaller the achieved average packet delay. Also, the age of this information at the router should be less or 

at least comparable to (but not extremely larger than) the mean interarrival time of virtual circuits. 

Kqv~ords: Adaptive routin g; Connection-oriented; Dynamic routin a~; Simulation; State-dependent routing; Virtual channel; Virtual circuit: 
Virtual connection; Virtual route 

1. Introduction (2) 

Many public data networks (Euronet, Telenet, 
Transpac, Tymnet) adopt the X.25 protocol that re- 
quires the network to set up a virtual circuit for each 
user call or session. In virtual circuit networks, for 
each call a virtual circuit is established along a sin- 
gle path from source to destination and all entities 
(bursts, packets, cells, etc.) that belong to this call 
follow this path. 

Virtual circuit switching provides the following ad- 
vantages: 
( 1) Flexible resource management, since packets of 

each connection are on a specific path and not 
all over the network. 

(3) 

(4) 

(5) 

(6) 
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Easier and fairer access, service, accounting and 
billing control. 
No packet resequencing at the destination (due 
to different delays of packets that arrive at the 
destination through different network paths), 
since packets belonging to a specific virtual 
circuit follow a single path from source to 
destination (hop-by-hop resequencing due to 
transmission errors may still be needed). 
Less packet header overhead, since the header 
carries only the virtual circuit number in which 
the packet belongs, and not the source and des- 
tination addresses. 
No packet looping, since packets follow an a- 
ready established path. 
Less routing update overhead, since the routing 
is done on a per virtual circuit basis and not on 
a per packet basis [ IO]. 
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(7) Easier admission and flow control for each con- 
nection by accepting a new virtual circuit only 
if it will not congest the network and by control- 
ling the packet rate and resource usage of each 
admitted virtual circuit. 

There are three types of virtual circuit services: per- 
manent virtual circuit, switched virtual circuit (or vir- 
tual call) and fast select. Permanent virtual circuit ser- 
vice provides an pre-established connection between 
the cncl points. So. it does not riced to set up and dis- 
connect the connection [ 91. Switched virtual circuit 
service requires a sonncction to be established before 
data transfer starts. So, there is also a set up delay. In 
fast select service the control packet that sets up the 
connection carries data as well [ 8 1. So, there is no 
set up delay. In all three virtual circuit services, the 
routing decision is done when the first packet of the 
virtual circuit arrives. Subsequently, all other packets 
belonging to this virtual circuit follow the same route. 

Routing (defined at the Network layer of OSI) is 
the selection of the best path through the network from 
source to destination. In adaptive (or dynamic) rout- 
ing, the routing decisions depend on the current nct- 
work state, and arc done independently for each vir- 
tual circuit. In a real virtual circuit network, there arc 
two general ways to select a route: 
( 1 ) In deterministic routing, each virtal circuit is 

routed along the minimum length path accord- 
ing to a deterministic rule. One possible rule to 
achieve the routing fractions is in a weighted 
round-robin fashion. Another possible rule is to 
route the virtual circuit along the path for which 
its length plus a threshold is minimum. 

(2) In prohubilistic routing, each virtual circuit is 
routed along the minimum length path with high 
probability. Note that the deterministic routing 
may be considered as a special case of the prob- 
abilistic routing (with probability 1 ). One pos- 
sible way to update the routing probabilities is 
using learning automata [ 21. 

Furthermore. the routing decisions may be done ei- 
ther at the source node or at every intermediate node 
to the destination: 
( 1 ) In sow-cc routing, each source node routes a 

newly arriving virtual circuit at this source node 
along the current minimum length path to the 
destination node. 

( 2) In node-by-norlc routing (or link-by-link routing 

[ I]), each network node routes a newly arriv- 
ing virtual circuit at this node to the next node 
along the current minimum length path to the 
destination node. Thus, it provides complete de- 
centralization. 

In node-by-node routing, every node needs to keep 
the information about all paths from this node to all 
destinations. However, it also needs to know which 
path the virtual circuit has followed to reach this node 
in order to avoid looping. Therefore, there must exist 
coordination between the source node and an inter- 
mediate node to avoid looping. In source routing ev- 
ery source node needs to keep information about all 
paths from this source node to all destinations. In this 
case. it is also trivial to guarantee no looping. An im- 
portant advantage of source routing is that the source 
defines the paths that its traffic may follow avoiding 
(for example, for security reasons) some other nodes. 
In nodeby-node routing the source node has no con- 
trol over the path that its traffic may follow. Finally, 
in future high speed networks, the bottleneck will be 
on the computation rather than on the communication 
delays. Therefore, it is preferable that all processing 
intensive functions to be transferred outside of the net- 
work to the edges. Source-based protocols satisfy this 
requirement. 

The adaptive (or dynamic) routing problem in 
virtual circuit networks has been analyzed in [ 4,3,5- 
7,121. However, only [ 2,1 I 1 use simulation to val- 
idate their results for a real network implementa- 
tion. In this paper, we compare via simulation two 
adaptive deterministic source routing algorithms in 
virtual circuit networks. We show the superiority of 
a quadratic state-dependent routing algorithm to the 
shortest-queue routing algorithm. 

2. Simulation 

Consider a virtual circuit network, where calls arrive 
(Poisson) at a rate y and their duration (exponential) 
is on the average I/& The packets that belong to a 
given call arrive (Poisson) at a rate r and the packet 
service requirement (exponential) has mean 1 /p. Let 
N,; be the number of packets at link ij and Cjj the 
transmission rate at link ij. 

Using optimal control theory, we can express the 
length “seen” by a newly arriving virtual circuit on a 
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link as the sum of two terms [ 41. The first term is the 
cost/time-unit for maintaining this virtual circuit at 
this link times the average virtual circuit duration. The 
second term is the average number of packets in this 
virtual circuit times (the cost/time-unit for a packet 
hnes a quadratic function of the average number of 
packets at this link minus the profit from servicing a 
packet). Next, we investigate this link length via sim- 
ulation. We concentrate on the effect of the quadratic 
function of the average number of packets at this link. 

WC compare via simulation two adaptive virtual cir- 
cuit routing algorithms. They route every new virtual 
circuit along the minimum length path (ties are broken 
arbitrarily-though we seldom have ties). The first al- 
gorithm uses as link length a quadratic function of the 
average number of packets at this link. The second al- 
gorithm uses as link length the average packet delay 
on this link. 

( 1 ) quadrutic routing: send a new virtual circuit 
along path r, if 

(I + Nij)2 c /A;; i/ET =T{ & (1 ;y:). 
(2) shorfest-queue rouhzg : send a new virtual cir- 

cuit along path rr. if 

For updating the information at the source node 
about the link lengths in the network, we consider 
three factors: 

( I ) what estimate of the number of packets Ni,j at 
each link ij is sent to the source node from each 
node i. 

(2) holy ofren this estimate is sent to the source node 
by each node i. It is well known that the updating 
period should be smaller than the average virtual 
circuit duration [ 121. 

(3) qfter how much delay this information arrives 
back to the source node. We assume that no 
extra traffic is created from each node to the 
source node, but that this information is either 
piggybacked on other packets or it is transferred 
through a different channel. 

Fie C’ I Two-path network. 

2.1. Balanced nct\tvrk 

First, we consider a single source-destination net- 
work with 2 paths from source to destination (Fig. 
1) that have the same capacity but the order of their 
links is different. Path #l has 7 links with transmis- 
sion rates 5, 4, 3. 3, 2. 1 and 1. Path #2 has 7 links 
with transmission rates 1, 1, 2, 3, 3, 4 and 5. 

The mean packet service time is 1 /,u = 1 and there- 
fore /.L;j = /X * Cij = C;j. The mean virtual circuit 
duration is I /6 = 1000. The total packet arrival rate 
is r * y/6 = $$$, however we consider 5 casts that 
achieve this total packet arrival rate: 

Y r 

where y is the arrival rate of virtual circuits, r is 
the packet arrival rate per virtual circuit, y/6 is the 
average number of virtual circuits into the network 
and r/6 is the average number of packets per virtual 
circuit. 

The information at the source node about the link 
lengths in the network is updated according to two 
schemes: 

( 1) instantaneous information. At every instant, the 
source node knows the current number of pack- 
ets at every link. 

(2) obsolere information. The information about the 
average number of packets at every link during 
a time interval of 100 time units is sent to the 
source node at the end of this time interval. This 
information is used by the source node after 50 
time units delay. 

Figure 2 and Table I describe the simulation results 
of routing 100 000 virtual circuits into the network of 
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Fie o. 2. The average packet delay for the network of Fig. I 



Table I 

The average packet delay +c error (95% confidence interval) for 

the network of Fig. I, for the yuodrntic routing with instantaneous 

and obsolete information, the shortest-qwlle routing with instanta- 

neous and obsolete information and the optimal qlrcrsi-smric~ rout- 

ino imolemented as round-robin 

y= I / 7, I-= I / 100 

Instantaneous 

quadratic 

shortest-queue 

optimal quasi-static 

y=l/l4. r-=1/50 

quadratic 

shortest-queue 

optimal quasi-static 

y=I 126. r=l l27 

quadratic 

shortest-queue 

optimal quasi-static 

y=l/50, r=l/l4 

quadratic 

shortest-queue 

optimal quasi-static 

y=l/100, /.=I/7 

quadratic 

shortest-queue 

ontimal Quasi-static 

19.02 + 0.80 

18.77 + 0.63 

22.98 Ik 1.83 

14.19 z!z 0.19 

13.97 i 0.4x 

17.98 i 0.62 

15.24 f 0.56 

IS.43 f 0.28 

20.41 f 0.57 

24.47 i 0.99 

23.38 f 0.85 

39.69 zt 1.47 

53.88 i 2.64 

53.72 3~ 3.67 

99.36 i 5.89 

Obsolete 

29.69 f 1.06 

3 I .64 i I .27 

20.65 i 0.85 

20.39 + 0.78 

2 I .9Y I!Z 0.63 

21.75 * 0.58 

34.88 f 1.47 

34.65 f I.17 

71.35 * 0.82 

72.94 f 2.26 

Fig. I. Both paths receive on the average the same 
number of virtual circuits and have the same average 
packet delay, since they have similar links but in dif- 
ferent positions. 

Although all the above five cases have the same total 
packet arrival rate, the average packet delay is different 
in each case with an extremely large average packet 
delay in the last case (y = I /lOO, r = l/7), where 
each virtual circuit carries a large number of packets. 
This may happen because a wrong routing decision 
for a heavily loaded virtual circuit seriously affects the 
load on the selected path. In contrast, a wrong routing 
decision for a lightly loaded virtual circuit does not 
seriously affect the load on the selected path, 

The more often that we update the link length in- 
formation at the source node, the smaller the achieved 
average packet delay. The sooner the link length in- 
formation becomes available to the source node, the 
smaller the achieved average packet delay. When the 
network state information is obsolete, the quadratic 
routing seems to be slightly better than the shorresr- 
yuezle routing, ortherwise they achieve the same av- 
erage packet delay. 

For comparison reasons, we also show the average 
packet delay when we split the virtual circuit traffic to 
the two paths. In a round-robin basis an odd numbered 
virtual circuit is routed to path #I and an even num- 
bered virtual circuit is routed to path #2. This may bc 
considered as an implementation of the opfinzal qzwsi- 
stcztic routing. 

When the updating period is not much larger than 
the mean interarrival time of virtual circuits, then both 
adaptive routing algorithms, qzzadrufic rouring and 
shortesr-queue rouring, are clearly better than the op- 
tinzal quasi-stdc roufing. However, when the updat- 
ing period is extremely large compared to the mean 
interarrival time of virtual circuits, then the adaptive 
routing algorithms make many wrong decisions and 
therefore give larger average packet delay. 

The shorresr-queue routing is an approximation of 
the quadrutic routing and therefore they achieve a sim- 
ilar average packet delay. Note also, that for single- 
link paths with equal link transmission speeds, both 
algorithms choose the same path. To see this, consider 
two single-link paths 7r and I>, with link transmission 
speeds CL. N, packets at path r link and N,, packets 
at path y link, such that 

(1 + NT)* < (1 +N,d* 

P P 

* 1+2*N,+N; 
< 

I + 2 * N/j + Nlz, 

P P 

H N, - N,, 
<0 

El. 

H 1 + N, 1 + N,, 
-<- 

P P 

That means that both algorithms choose path 7 
since the ordering of the link lengths is the same for 
both algorithms. 

In order that the qua&uric routing achieves differ- 
ent average packet delay than the shortest-queue rout- 
ing, they should choose different paths for the same 
network state. Consider two paths 7r and p with the 
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number of packets at their links satisfying the follow- 
ing relations simultaneously: 

c 
(1 + N;12 

l-4; 45 
(1 -t&l2 

i.,E?r \ YE/? Pu,) 

c 
1 + Nii 

ljE/’ 

l!$<x- 
i,iEp P;i 

Then the qua&uric routing will choose path QT, while 
the shortest-queue routing will choose path p. 

2.2. Unbalanced network 

Next, we further investigate the two adaptive algo- 
rithms for a more complex network with unbalanced 
paths. We consider a network with 5 paths from source 
to destination (Fig. 3). Path #I has 3 links with trans- 
mission speeds 2, 1 and 3. Path #2 has 5 links with 
transmission speeds 4, 2, 0.5, 3 and 1. Path #3 has 7 
links with transmission speeds 5, 1, 2, 3, 1, 4 and 2. 
Path #4 has 6 links with transmission speeds 1, 1, 1, 1, 
1 and 1. Path #5 has 4 links with transmission speeds 
2, 2, 2 and 2. 

The mean packet service time is 1 /,u = 1 and there- 
fore ,uI, = ,u * C,.; = Cij. The mean virtual circuit du- 
ration is l/6 = 1000. We consider two cases for the 
total packet arrival rate. 

In case #I, the arrival rate of virtual circuits is y = 
4 and the packet arrival rate per virtual circuit is r = 

$. Then the average number of virtual circuits into 
the network is y/6 = 200 and the average number of 
packets per virtual circuit is r/6 = 20. 

In case #2, the arrival rate of virtual circuits is y = 
$ and the packet arrival rate per virtual circuit is r = 

4. Then the average number of virtual circuits into 
the network is y/6 = 20 and the average number of 
packets per virtual circuit is r/S = 200. 

The information at the source node about the link 
lengths in the network is updated according to four 
schemes: 
(1) 

(2) 

(3) 

(4) 

I time unit. At every instant, the source node 
knows the current number of packets at every 
link. 
20 tinre units. The information about the average 
number of packets at every link during a time 
interval of 20 time units is sent to the source node 
at the end of this time interval. This information 
is used by the source node after 20 time units 
delay. 
50 tinle units. The information about the average 
number of packets at every link during a time 
interval of 50 time units is sent to the source node 
at the end of this time interval. This information 
is used by the source node after 50 time units 
delay. 
100 time units. The information about the aver- 
age number of packets at every link during a time 
interval of 100 time units is sent to the source 
node at the end of this time interval. This infor- 
mation is used by the source node after 50 time 
units delay. 

Figure 4 and Table 2 describe the simulation results 
of routing 100 000 virtual circuits into the network of 
Fig. 3. 

In this network (Fig. 3), the paths are capacity 
inequivalent and they also have different number of 
links. Every path receives different number of virtual 
circuits and has different average packet delay. Simi- 
larly as in the previous network, the more often that 
we update the link length information at the source 
node, the smaller average packet delay is achieved. 
The sooner the link length information becomes avail- 
able to the source node, the smaller the achieved av- 
erage packet delay. However, the quudruric routing 

achieves clearly smaller average packet delay than the 
shortest-queue routing, especially when the network 
state information becomes obsolete. 

Although for the above two cases, the total packet 
arrival rate is 4 packets per time unit, they give differ- 
ent average delay. This again confirms our previous 
observation that for virtual circuit networks it is not 
enough to consider the aggregate packet arrival pro- 
cess, but both the virtual circuit and packets per virtual 
circuit processes. 
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Table 2 

The average packet delay f error (95% confidence interval) for the network of Fig. 3, for the qundrntic and the shortcst- 
queue routing with updating every I, 20, 50, 100 time units 

I time 20 time 50 time 100 time 

y=l /s. r=I 150 

quadratic 14.06 + 0.27 18.74 31 0.30 30.55 i 0.54 50.70 & 0.87 

shortest-queue 14.65 i 0.25 19.51 f 0.30 33.38 i 0.42 54.13 -c I.32 

y=l/50, r=l/5 

quadratic 38.98 f 1.70 5 I .70 f I .84 77.53 zt 1.30 106.89 zt I.61 

shortest-queue 39.59 zt 1.10 53.74 & 0.81 82.21 i 2.53 I 10.02 + 2.62 

407 

3. Conclusions 

We compare via simulation two adaptive detcrmin- 
istic source routing algorithms in virtual circuit net- 
works. We demonstrate, that for an unbalanced net- 
work, the quadrufic routing achieves smaller average 
packet delay than the shortest-queue routing. For a 
balanced network, both the quadratic routing and the 
shortest-queue routing achieve similar average packet 
delay, that is also smaller than that achieved by the 
optimal quasi-static routing. 

We find some interesting results about the update 
frequency and the delay after which the link length 
information is available at the router: 

The more often that we update the link length infor- 
mation at the router, the smaller the achieved average 
packet delay. 

The sooner the link length information becomes 
available to the router, the smaller the achieved aver- 
age packet delay. 

Also, the age of the network state information at the 
router should be less or at least comparable to (but not 
extremely larger than) the mean interarrival time of 
virtual circuits. Otherwise, the router depends on out- 
of-date network state information and makes wrong 
routing decisions. 

Finally, for different traffic scenaria, we note that 
even if the total packet arrival rate is the same, the av- 
erage packet delay may be extremely different. Thus, 
for virtual circuit networks it is not enough to consider 
the aggregate packet arrival process, but both the vir- 
tual circuit and packets per virtual circuit processes. 

Fig. 4. The average packet delay for the network of Fig. 3. 
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